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ARTIFICIAL INTELLIGENCE AND LAW: EMERGING
CHALLENGES IN INDIA

SPARSH JAIN

ABSTRACT

Artificial Intelligence (Al) has rapidly emerged as a transformative technology influencing
governance, commerce, healthcare, policing, and judicial systems across the globe. In India,
the increasing adoption of Al-driven tools by both State and private actors has raised significant
legal, constitutional, and ethical concerns. While Al promises efficiency, accuracy, and
innovation, it also poses serious challenges relating to privacy, accountability, transparency,
bias, and fundamental rights. India currently lacks a comprehensive legal framework dedicated
to regulating artificial intelligence, relying instead on fragmented laws that are often ill-
equipped to address algorithmic decision-making and autonomous systems.

This paper examines the intersection of artificial intelligence and law in India, focusing on the
emerging challenges posed by Al technologies. It analyzes constitutional implications under
Articles 14, 19, and 21 of the Constitution of India, explores the impact of Al on the criminal
justice system and judiciary, and evaluates data protection and privacy concerns in light of the
Digital Personal Data Protection Act, 2023. The study also undertakes a comparative analysis
of global regulatory approaches, particularly the European Union’s Al Act. The paper
concludes by identifying regulatory gaps and offering recommendations for developing a
balanced, rights-centric Al governance framework in India.

1 INTRODUCTION

1.1 Meaning and Scope of Artificial Intelligence

Avrtificial Intelligence refers to the capability of machines and computer systems to perform
tasks that typically require human intelligence, such as learning, reasoning, decision-making,
speech recognition, and problem-solving. Al systems operate through algorithms, machine
learning models, and large datasets, enabling them to detect patterns and make predictions with
minimal human intervention.

In the legal context, Al is no longer limited to theoretical applications. It is actively deployed
in areas such as predictive policing, facial recognition, credit scoring, recruitment, surveillance,

judicial analytics, and automated decision-making by government authorities. These
applications have direct consequences for individual rights and legal accountability.

1.2 Al as a Legal and Governance Challenge

While Al offers efficiency and scalability, its deployment raises complex legal questions:
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e Who is liable for decisions made by Al systems?

e How can transparency be ensured in algorithmic decision-making?
o Do Al systems violate the right to equality or privacy?

« Can automated decisions satisfy principles of natural justice?

Traditional legal doctrines are largely premised on human decision-making. Al challenges
these assumptions by introducing opacity, autonomy, and scale, thereby necessitating
rethinking of existing legal frameworks.

1.3 Relevance of Al Regulation in India

India has witnessed rapid digitalization through initiatives such as Digital India, Smart Cities
Mission, Aadhaar, and e-governance platforms. Al tools are increasingly being used by law
enforcement agencies, public authorities, and private corporations. However, India does not
yet have a specific legislation regulating Al.

The absence of a clear regulatory framework creates risks of:

e Arbitrary decision-making

« Discrimination and bias

e Mass surveillance

« Violation of fundamental rights

This makes the study of Al and law particularly relevant in the Indian constitutional and
democratic context.

1.4 Research Objectives
The objectives of this study are:

To examine the legal implications of artificial intelligence in India

To analyze constitutional challenges arising from Al deployment

To assess the adequacy of existing Indian laws in regulating Al

To identify emerging risks and governance gaps

To suggest a comprehensive legal framework for Al regulation in India

AR

1.5 Research Methodology
This research adopts a doctrinal methodology, relying on:

« Constitutional provisions

« Judicial decisions

e Government reports and policy papers
e Academic literature

o Comparative legal frameworks

2 CONCEPT AND EVOLUTION OF ARTIFICIAL INTELLIGENCE
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2.1 Historical Development of Al

The concept of artificial intelligence was formally introduced in 1956 by John McCarthy, who
described it as the science and engineering of making intelligent machines. Early Al research
focused on rule-based systems, while contemporary Al relies heavily on machine learning and
deep learning techniques.

The evolution of Al can broadly be divided into:

e Narrow Al (task-specific systems)
o General Al (human-level intelligence, still theoretical)

Most Al systems currently deployed fall within the category of narrow Al.

2.2 Key Characteristics of Al Systems
Al systems are characterized by:

e Autonomy — ability to operate without constant human input

o Opacity — decision-making processes are often non-transparent
o Scalability — ability to affect millions simultaneously

« Data dependence — reliance on large datasets

These characteristics complicate legal oversight and accountability.

3 GROWTH AND ADOPTION OF ARTIFICIAL INTELLIGENCE
IN INDIA

3.1 Government Initiatives on Artificial Intelligence

India has increasingly recognized artificial intelligence as a strategic technology for economic
growth and governance. The Government of India, through policy initiatives and institutional
support, has encouraged Al adoption across sectors such as healthcare, agriculture, education,
law enforcement, and public administration.

In 2018, NITI Aayog released a discussion paper titled “National Strategy for Artificial
Intelligence: #AIforAll”, which identified Al as a key driver for inclusive growth. The policy
emphasized the use of Al for social empowerment while acknowledging potential risks such
as job displacement, data misuse, and algorithmic bias.t

1. John McCarthy, What Is Artificial Intelligence? (2007).
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2. Ryan Calo, Artificial Intelligence Policy: A Primer and Roadmap, 51 U.C. Davis L.
Rev. 399 (2017).

Government agencies have since adopted Al-powered tools for:

« Facial recognition and surveillance
« Predictive analytics in policing

o Automated welfare delivery

e Smart traffic management

3.2 Use of Al by Law Enforcement Agencies

Indian law enforcement agencies increasingly rely on Al-driven technologies for crime
detection and prevention. Systems such as facial recognition technology (FRT) and predictive
policing algorithms are deployed to identify suspects, track movements, and anticipate criminal
behavior.

However, such technologies operate on large datasets that may contain inaccuracies or biases.
The absence of statutory safeguards governing the collection, storage, and use of biometric
data creates the risk of arbitrary surveillance and wrongful targeting, particularly of
marginalized communities.

Courts have not yet comprehensively addressed the legality of Al-based policing in India,
leaving a regulatory vacuum.

3.3 Role of the Private Sector and Big Tech

Private corporations play a dominant role in Al development in India. Technology companies
use Al for:

e Recruitment and performance evaluation

o Credit scoring and loan approvals

e Targeted advertising

e Customer profiling

These applications have significant implications for individuals’ economic and social
opportunities. Algorithmic decisions often lack explainability, making it difficult for affected
individuals to challenge unfair outcomes.

4 CONSTITUTIONAL CHALLENGES POSED BY ARTIFICIAL
INTELLIGENCE

4.1 Al and the Right to Equality (Article 14)
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Article 14 of the Constitution of India guarantees equality before the law and equal protection
of laws. Al systems, when trained on biased datasets, may produce discriminatory outcomes
that violate this constitutional guarantee.

For example, Al-based recruitment tools may inadvertently discriminate based on gender,
caste, or socio-economic background if historical data reflects systemic inequalities. Since such
discrimination is embedded within algorithms, it becomes difficult to detect and challenge.

The Supreme Court has consistently held that arbitrariness is antithetical to Article 14.2
Automated decision-making systems that lack transparency and accountability risk violating
this principle.

4.2 Al, Free Speech, and Expression (Article 19)

Al-driven content moderation systems used by social media platforms raise concerns under
Acrticle 19(1)(a), which guarantees freedom of speech and expression. Automated takedowns,
shadow banning, and algorithmic amplification of content can suppress lawful speech without
adequate justification.

While reasonable restrictions under Article 19(2) are permissible, automated enforcement

without human oversight may result in disproportionate and opaque censorship, undermining
democratic discourse.

4.3 Al and the Right to Privacy (Article 21)

The use of Al technologies such as facial recognition, biometric surveillance, and behavioral
tracking directly implicates the right to privacy under Article 21 of the Constitution.

In Justice K.S. Puttaswamy (Retd.) v. Union of India, the Supreme Court recognized privacy
as a fundamental right and emphasized informational self-determination.® The Court laid down
the tests of legality, necessity, and proportionality for any infringement of privacy.

Many Al deployments in India currently lack clear legislative backing, raising concerns
regarding constitutional compliance.

4.4 Due Process and Natural Justice

Automated decision-making by Al systems challenges traditional principles of natural justice,
particularly:

e Audi alteram partem (right to be heard)
e Reasoned decision-making

When decisions are made by opaque algorithms, individuals may not know:
e Why a decision was taken

e How to challenge it
e« Who is accountable
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This undermines procedural fairness and access to justice.

1. NITI Aayog, National Strategy for Artificial Intelligence: #AlforAll (2018).
2. E.P.Royappav. State of Tamil Nadu, (1974) 4 SCC 3 (India).
3. Justice K.S. Puttaswamy (Retd.) v. Union of India, (2017) 10 SCC 1 (India).

5 ARTIFICIAL INTELLIGENCE AND THE CRIMINAL JUSTICE
SYSTEM IN INDIA

5.1 Predictive Policing and Crime Analytics

Predictive policing refers to the use of Al algorithms and data analytics to forecast potential
criminal activity, identify crime hotspots, and assess the likelihood of reoffending. In India,
several police departments have begun experimenting with Al-based crime analytics tools to
improve efficiency and resource allocation.

While predictive policing may enhance operational effectiveness, it raises serious legal
concerns. These systems rely on historical crime data, which may reflect existing social biases,
leading to over-policing of marginalized communities. Such outcomes risk violating the
principles of equality and non-discrimination enshrined in Article 14 of the Constitution.

Additionally, predictive policing lacks transparency, making it difficult for individuals to
challenge decisions that affect their liberty and dignity.

5.2 Facial Recognition Technology (FRT)

Facial recognition technology has been increasingly used by Indian law enforcement agencies
for identifying suspects, tracking missing persons, and maintaining public order. The
Automated Facial Recognition System (AFRS) proposed by the Ministry of Home Affairs
exemplifies this trend.

However, the deployment of FRT raises significant privacy and civil liberty concerns. Studies
have shown that facial recognition systems often exhibit higher error rates for women and
minorities, increasing the risk of wrongful identification.

The absence of a dedicated statutory framework regulating FRT in India raises questions
regarding legality, proportionality, and safeguards against misuse, as required by constitutional
jurisprudence.t

5.3 Al and Sentencing Decisions

Globally, Al tools have been used to assist judges in sentencing and bail decisions by assessing
the risk of recidivism. While such tools promise consistency, their use raises concerns
regarding:
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o Lack of transparency
o Embedded biases
e Reduction of judicial discretion

In the Indian context, where sentencing already suffers from inconsistency, the introduction of
Al tools without clear guidelines may exacerbate arbitrariness rather than reduce it.

6 ARTIFICIAL INTELLIGENCE IN THE JUDICIARY AND
ADMINISTRATION OF JUSTICE

6.1 E-Courts and Judicial Digitization
The Indian judiciary has embraced digital transformation through initiatives such as e-courts,
virtual hearings, and electronic case management systems. Al-based tools are being explored
for:

o Case categorization

e Legal research

o Predictive analytics on case outcomes

These tools aim to address pendency and delays in the justice delivery system.

6.2 Al and Judicial Decision-Making

While Al can assist judges in research and case management, concerns arise when Al begins
to influence substantive decision-making. Judicial decisions require interpretation, empathy,
and contextual reasoning—qualities that Al systems currently lack.

Over-reliance on Al may undermine judicial independence and discretion, which are
cornerstones of the rule of law.

6.3 Transparency and Explainability

One of the most critical challenges of Al in the judiciary is the lack of explainability. If an Al
system influences a judicial outcome, parties must be able to understand the basis of the
decision to exercise their right to appeal.

Opacity in algorithmic processes is incompatible with principles of open justice and reasoned
judgments.

[/ ARTIFICIAL INTELLIGENCE, DATA PROTECTION, AND
PRIVACY IN INDIA

7.1 Data as the Foundation of Al Systems
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Al systems rely heavily on large volumes of data, often including personal and sensitive
personal data. The quality, legality, and security of data directly affect the outcomes of Al-
driven decisions.

Unregulated data collection and processing increase the risk of surveillance, profiling, and
misuse of personal information.

7.2 Interface Between Al and the Digital Personal Data Protection Act, 2023

The Digital Personal Data Protection Act, 2023 (DPDP Act) represents India’s primary
statutory framework governing personal data. While the Act does not explicitly regulate Al,
several of its provisions are relevant to Al systems, including:

o Consent requirements
e Purpose limitation

o Data minimization

e Security safeguards

However, the DPDP Act does not adequately address issues such as automated decision-
making, algorithmic accountability, or explainability, leaving significant regulatory gaps.

7.3 Surveillance and Informational Privacy

Al-enabled surveillance technologies pose a direct threat to informational privacy. Mass
surveillance without robust safeguards risks creating a chilling effect on free expression and
democratic participation.

In Puttaswamy v. Union of India, the Supreme Court emphasized that privacy is essential to
dignity and autonomy.2 Al surveillance systems must therefore meet strict constitutional
standards of necessity and proportionality.

8 REGULATORY AND LEGAL VACUUM IN GOVERNING
ARTIFICIAL INTELLIGENCE IN INDIA

8.1 Absence of a Dedicated Al Legislation

Despite rapid adoption of artificial intelligence across sectors, India does not currently have a
specific, comprehensive law regulating Al. Existing legal frameworks such as the
Information Technology Act, 2000, the Digital Personal Data Protection Act, 2023, and sector-
specific regulations provide only fragmented and indirect oversight.

The absence of a dedicated Al statute leads to:
e Unclear accountability for harm caused by Al systems

e Lack of uniform standards for transparency and fairness
e Regulatory uncertainty for innovators and users
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This legal vacuum is particularly concerning given the high-risk deployment of Al in areas
such as policing, welfare distribution, and surveillance.

1. Ministry of Home Affairs, Automated Facial Recognition System (AFRS) Concept
note (2019).
2. Justice K.S. Puttaswamy (Retd.) v. Union of India, (2017) 10 SCC 1 (India).

8.2 Liability and Accountability Challenges
Traditional legal liability frameworks are premised on human intent and negligence. Al
systems, however, operate autonomously and learn dynamically, making it difficult to assign
responsibility.
Key questions remain unresolved:

o Isthe developer, deployer, or user liable for Al-caused harm?

o Can existing tort and criminal law principles apply to algorithmic decisions?

e How should accountability be fixed for opaque “black box” systems?

Indian law currently lacks clear answers, creating enforcement gaps.

9 ETHICAL, BIAS, AND ACCOUNTABILITY CONCERNS

9.1 Algorithmic Bias and Discrimination
Al systems trained on historical data often replicate and amplify existing social biases. In India,
where caste, gender, religion, and socio-economic inequalities are deeply entrenched, biased
datasets can lead to discriminatory outcomes.
Examples include:

« Biased facial recognition accuracy

o Discriminatory credit scoring

e Unequal access to employment opportunities

Such outcomes directly conflict with constitutional values of equality and non-discrimination.

9.2 Transparency and Explainability
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Many Al systems function as “black boxes,” making it difficult to understand how decisions
are reached. This lack of explainability undermines:

e Procedural fairness
e Right to reasoned decisions
o Effective judicial review

Transparency is particularly crucial when Al systems affect fundamental rights or liberty.

9.3 Ethical Governance of Al
Ethical Al governance requires principles such as:

e Human oversight

« Fairness and non-discrimination

e Accountability

« Safety and reliability

India has issued non-binding ethical guidelines, but the absence of enforceable standards limits
their effectiveness.

10 COMPARATIVE GLOBAL APPROACHES TO Al
REGULATION

0.1 European Union: The Al Act

The European Union has adopted a risk-based regulatory framework through the EU
Artificial Intelligence Act. It categorizes Al systems into:

o Unacceptable risk (banned)

e High risk (strict regulation)

e Limited risk

e Minimal risk

High-risk Al systems are subject to mandatory requirements relating to transparency, human
oversight, and accountability. This approach prioritizes fundamental rights protection.t

10.2 United States: Sectoral and Market-Led Approach

The United States follows a decentralized approach, relying on sector-specific regulations and
industry self-governance. While this promotes innovation, it offers weaker protections against
rights violations.

10.3 Lessons for India

India can draw from global practices by:
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o Adopting a risk-based Al framework

e Ensuring human oversight in high-risk applications
« Embedding constitutional values into Al governance

11 KEY CHALLENGES IN REGULATING Al IN INDIA

11.1 Balancing Innovation and Regulation
Over-regulation may stifle innovation, while under-regulation risks rights violations. India

must strike a careful balance between promoting Al development and safeguarding
constitutional values.

11.2 Institutional Capacity

Effective Al regulation requires technical expertise within regulatory bodies and the judiciary.
Capacity-building is essential to ensure meaningful oversight.

11.3 Digital Divide and Exclusion

Al systems may exacerbate existing inequalities by excluding those without access to digital
infrastructure or data literacy, raising concerns of social justice.

12 RECOMMENDATIONS AND WAY FORWARD

12.1 Enactment of a Comprehensive Al Law
India should enact a dedicated Al legislation that:

« Defines high-risk Al systems

e Mandates transparency and explainability

« Establishes clear liability rules

12.2 Constitutional Safeguards

Al deployment by the State must comply with constitutional tests of legality, necessity, and
proportionality, as articulated in Puttaswamy.

12.3 Independent Al Regulatory Authority

An independent authority with technical and legal expertise should be established to oversee
Al governance, enforce compliance, and protect rights.

12.4 Public Awareness and Participation
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Public consultation and awareness are essential to ensure democratic legitimacy and
accountability in Al governance.

13 CONCLUSION

Artificial intelligence presents both unprecedented opportunities and profound challenges for
India’s legal and constitutional framework. While Al can enhance efficiency, governance, and
access to justice, its unregulated deployment risks undermining fundamental rights, equality,
and the rule of law. India’s current legal framework is inadequate to address the complex
realities of Al-driven decision-making.

A rights-centric, constitutionally grounded, and future-ready regulatory framework is essential
to ensure that Al serves as a tool for empowerment rather than oppression. The law must evolve
proactively to ensure that technological progress aligns with democratic values and human
dignity.
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